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ABSTRACT 

The sequentially execution of image convolution operation does 
not supply some performance demands. We developed this 
research to propose a high performance implementation of this 
operation. In this paper, we present an image convolution circuit, 
with a parameterized and parallel architecture, implemented using 
a FPGA (Field Programmable Gate Array). We also describe the 
circuit architecture using VHDL - VHSIC HDL (Very High 
Speed Integrated Circuit Hardware Description Language), to 
simulate, synthesize and test its behavior. Analyzing the results, 
we notice that the circuit performance/cost is much better than the 
sequential processors and some related circuit researches, with 
increasing of the speed-ups whenever the kernel becomes bigger. 

1. INTRODUCTION 
The Digital Image Processing (DIP) is continuously growing in 
industrial, commercial and domestic applications. In lots of them, 
the quality and high performance demands of DIP operations 
always increase, especially in real-time applications. These facts 
contribute for the continuous evolution of DIP area. Among DIP 
operations, the convolution is one of the most important [1][2][3]. 

The execution of convolution operation is a critical performance 
point. Whenever implemented in sequential software and 
executed in a GPP (General Purpose Processor) or a DSP (Digital 
Signal Processor), its performance usually does not supply the 
demand of some applications [2][3][4][5]. This happens, since 
such operation has a high workload, with lots of sub operations to 
be executed for each resulting pixel. Even when optimized, 
sequential software usually does not explore the implicit spatial 
and temporal parallelisms of the image convolution operation. 
Therefore, its sequential execution has a performance problem. 

Fourier transform properties state that the convolution in the 
space domain is equivalent to the multiplication in the frequency 
domain [1]. Thus, the discrete convolution is used to implement 
image filtering operations in discrete-space domain. Each 
convoluted pixel is obtained by a summation of several pixel-
weight products. Then, the resulting pixels compose the resulting 
image. 

There is a large number of efforts to create and to optimize 
circuits and algorithms that implement image convolution 
operation with high performance [2][3][4][5]. Analyzing these 
and others researches, we conclude that there is not an 
implementation that has its architecture with high performance 
and high flexibility, exploring all the inherent features of the 
convolution operation. 

Motivated by the mentioned performance problems, we developed 
this research, which the main objective is to design and 

implement a parallel and parameterized circuit that execute digital 
image convolution with high performance and high flexibility of 
its implementation. We developed the parallel and parameterized 
circuit architecture to explore these features and improve the 
overall performance. In this paper, we present and verify our 
image convolution circuit with a VHDL description and FPGA 
implementation. 

2. PROPOSED CIRCUIT 
In Fig. 1, we present the block diagram of our circuit architecture. 
In this architecture, the input and output memories store the input 
and the output images, respectively. The addresser modules 1 and 
2 address the input and output memories, in a predefined 
sequence, correctly loading and storing the pixels. The register 
bank optimizes the memory loads, working as a parallel source of 
the image pixels. The enable controller module controls the right 
enable of the registers, for the correct storage/reading. 

 

Figure 1. Circuit Architecture. 

The circuit architecture has spatial and temporal parallelisms (SP 
and TP), exploring the convolution operation parallelism feature. 
The TP or pipeline is performed through the parallel execution of 
different steps of the overall operation. The TP is implemented in 
the adders disposed in a Wallace tree structure. The SP is 
performed through the parallel execution of a same sub-operation 
of the pipelined structure. The normalizer module, whenever 
required, makes the normalization of the resulting pixels. The 
saturator module makes the saturation, whenever required; 
making sure the pixel value is in the permitted range. The feature 
of parameterization was developed based on the adaptation aspect 
of the architecture. There are many possible parameters to be 
considered, making the architecture more flexible, eg., kernel 
size, communication widths, register bank depth, multiplication, 
addition and normalization operations and their implementations. 

The convolution circuit architecture presented was designed, 
described and simulated with the structural mode VHDL 
language. Three variations of the kernel size parameter were 
described, which is 3x3, 5x5 and 7x7. Our circuit synthesis, map, 
place and route were done for the XC2V1500 device produced by 



Xilinx. The choice of the FPGA implementation is based on 
several advantages of these devices [6]. Hence, our circuit 
implementation has lots of advantages over others hardware 
implementation technologies. Besides that, some optimizations 
for the convolution circuit whenever implemented, the 
performance is widely increased. These optimizations, 
implemented in our circuit, are: LUT-multiplication, kernel 
weights normalization, tree of adders’ structure and more than one 
memory hierarchy for pixel storages. We chose LUT-multiplier 
modules core, since accessing a RAM-based LUT is much faster 
and costs fewer device resources, than executing the 
multiplication in a full multiplier module. The choice of adder 
cores is due to their performance and area optimizations. These 
modules have a clock pulse input for operations synchronism. 

3. RESULTS 
In this section, we present the main circuit results obtained with 
the ISE and ModelSim package softwares. We also present timing 
simulated data compared to others implementations. 

After observing the behavior simulation results, we notice that the 
circuit behavior is exactly the predicted, presenting the correct 
results in a predicted time. Since the circuit has a pipelined 
structure, there is initial response latency. As soon as the latency 
time passes, one output pixel is resulted in each clock pulse. With 
these performance times we can estimate the circuit overall 
performances, for different image and kernel sizes. The 
implemented circuit has a maximum clock frequency of 125 
MHz. 

In table 1 and figure 2, we present the temporal results of a 
512x512 and 1024x1024 image convolution operations, 
respectively, executed in the circuit and other implementations. 
The processors results were analytically obtained with Sandra 
benchmark data, hence the overhead of other jobs were not 
considered. The others system data were obtained from [3]. 

 

Table 1. Different implementation performances 
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Figure 2. Execution time of 1024x1024 image convolution 

Observing the table 1, we can compare our circuit performance 
with some other related and dedicated implementations. 

Analyzing this table, we notice that our circuit execution time 
results are much better than all of the others. Considering the fact 
that these implementations are the most recent in the research 
literature, our circuit has contributions over them. With this 
performance, our circuit can be used as accelerator core into real-
time systems. Observing the figure 2, we notice that our circuit 
executes the convolution with a much better performance over the 
GPPs, for kernels bigger than 7x7, although it is synchronized by 
a lower clock frequency. This difference becomes bigger when 
the kernel size increases. For smaller kernels our circuit has a 
great performance, in spite of being lower than the processors’. 
This happens because of the circuit’s lower clock frequency, 
besides the additional resources into the processors’ chip, e.g. 
cache memories. However, this lower performance is enough for 
high speed demands. We also observed that increasing the kernel 
size for the same image size, our circuit performance has a little 
increase, while the GPPs’ one has a great decrease. This 
performance gain is because of our circuit parallel architecture 
and the reduction of the kernel number of iterations with the 
kernel size increasing. Thus, there are more instructions to be 
sequentially executed in the processor implementations. 

4. CONCLUSIONS 
After analyzing the results presented in the last section, we can 
conclude that we designed and implemented a circuit that 
executes image convolution with high performance, high 
flexibility of implementation and low cost, compared to 
commercial processors and related ASICs. The main contribution 
of this work is the presented parallel and parameterized circuit, its 
architecture, the low cost and optimized FPGA implementation. 

Some of the future works are: the design and implementation of a 
reconfigurable image convolution circuit; a performance analysis 
of some architecture and implementation optimizations and their 
impacts on the resolution and precision; the design and 
implementation of an image coprocessor executing other 
operations, in reconfigurable devices; and design and 
implementation of its partial and dynamic reconfiguration. 
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