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ABSTRACT

Looking across this growing on the Internet of Tsrscenario,
the fact that it is an expansion area, recentlgprlyostudied and
documented; and the need to have results as afbasisidy and
future work This work shows
communication stack ulP using the IPv6 protocol #mel Rime
communication stack in the context of loT, using BBO0JA
simulator, which is included in Contiki system. A®ll aims to
publish the results in the academy aiming to prewvéddidactic
basis for the study and future research in theiargaestion.

Categories and Subject Descriptors
1.6.0 [Simulation and Modeling]: General.

General Terms
Documentation, Performance, Measurement.

Keywords
Internet of Things; Contiki; COOJA; discrete sintida.

1. INTRODUCTION

Imagine the existence of a network that would makeour
devices cooperate in every moment, to talk spowtasig among
themselves and with the rest of the world, andttegrecompose a
kind of virtual single computer - the sum of thigitelligence and
knowledge [7]. This technological advancement inreless
scenario has reached the physical world with thegiation of
network sensors and the incorporation of commuiginat
technology in everyday life objects. This idea s€ension of the
Internet was invented by the founder of the MIT &\ Center,
Kevin Ashton in 1992 [1] and was called the IntéraBThings
(loT).

However, the 10T is characterized by the insertibdaily objects
on the Internet, and the problems relating to #is the limited
storage capacity, processing and power of suchcthjés a
possible solution, Adam Dunkels presented [2] aplémentation
of the communication stack TCP/IP for integratetdgadlow power
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processing devices. For this feat, the implemesriadif ulP (as it
became known such stack) is designed to have balyinimum
set of features required for the operation of tG&IP stack.

Alternatively, Adam Dunkels also implemented thgeled Rime
communication stack [3], which simplifies the implentation
and complexity of communication protocols. The edxgton
layers of this stack are extremely simple botheimis of interface
and implementation, and are combined to form pavlerfgh-
level abstractions.

Analyzing across this growing scenario about thterhet of
Things, the fact that it is an expanding area,ntigglittle studied
and documented. And knowing the work [2] that pnsethe
operating system Contiki and the knowledge aboutOd®
simulator, included in this, which allows the simtibn of these
motes IoT both at the network level, at the opetatiystem level,
and the set of the machine instruction level, arab tihe
practicality of allowing the use of the code imptted in
simulator to the physical mote without changing.

Besides the world of [6] where the authors perfanseveral
simulations of computer networks using a speciautator, and
published the results in the academy by serving dmsis for
future study. This paper performs the simulatiomléf and Rime
communication stack using the IPv6 protocol and G®O
simulator, aiming to publish the results in thedsmray to provide
the didactic baseline study and future researclhe area in
question.

TCP, UDP, REST and RIME stack (via ABC module) poots
were simulated plus a small HELLO WORLD to demceistithe
operation of the simulator and the Contiki opemgtisystem
running, all these simulations were performed vilie use of
IPv6. This paper will detail only the UDP protoadlie to the
limit imposed on the paper size.

This work was divided into several chapters, thst fchapter is
introduction. The next chapter is related workhe area studied.
The chapter three exposes the simulation plannidgfze chapter
four presents the details of the UDP simulationiciis the focus
of this work.

Chapter five presents the results and holds a sbsmu about
them. Already the chapter six shows the conclusiuch proposed
future work.

2. RELATED WORK

A relevant work in this area is the Michael Kirsciverk [4],

where the author proposes a hybrid simulation enwent that
aims to perform Internet of Things studies. Thenmgoal is to
simulate correctly the mote in system-level andetwork-level at



the same time providing a simulation that lets yest your
application protocols during pre-deployment, givémt the
COOJA [5] and OMNeT++ [9] simulators have strengthsheir
respective areas, but do not cover the mote isybm-level and
network-leave at the same time, the author propoges
environment to reduce the gap between researchpeaxctice
development.

Otherwise, the work [5] is also related to the cartheme of this
paper, since it presents the COOJA simulator touksita a
wireless sensor network. This simulator was chdsethis work,
mainly due to its cross-level simulation, enablingpe
simultaneous simulation at various levels of thetey.

Knowing that RPL (IPv6 Routing Protocol for Low Pewand
Lossy Networks) is the IETF standard candidatelRw6 routing
in low-power wireless sensor network, Tsiftes, Esitn and
Dunkels presents the first results that were obthiwith the
ContikiRPL implementation [8]. The COntikiRPL is an
implementation of the RPL routing protocol for Igwwer and
lossy networks. However, according to the authths, studies
about RPL proved that practical experience of RPL
implementations on systems with limited resoursésjlar to the
IoT objects, has been lacking. Therefore, the asthioave
developed the RPL within the pIP stack, runningeeixpents
both in a low power wireless network as in the datian.

As can be seen, no work to simulate completelyutiffestack with
the IPv6 protocol was found, thus showing the rEtesof
simulation and publishing the results in the académnserve a
didactic basis for the study and development of applications.

3. SIMULATION PLANNING

As main materials used were the Contiki operatiygtesn with
the simulator COOJA, available in the same, theukitions were
performed in the virtual mote TmoteSky offered Y@IA.

The first step was to make the assembly the Coetikironment.
Once the environment is ready to work, a survekeyf metrics
for the simulation of IoT motes was done, they are:

Number of sent packets;

Number of received packets;

Number of dropped packets;

Number of retransmitted packets;

RSSI — Indicator of the intensity of the signateived;

And for the Rime communication stack, outside tbeva
mentioned:

The CPU consumption;

The consumption used by each LED in every moraént
the simulation;

The consumption to transmit and receive packets.

Besides the metrics, was chosen a protocol for each
communication stack to perform the simulations:

The simple UDP, UDP, TCP and REST protocol fa th
ulP stack;

The communication module ABC (Anonymous best-
effort local area broadcast) to the Rime stack;

After that, the MAKE tool was used to assist in @iing
the codes of the Contiki simulations.

4. SIMULATIONS

With the intention to compare the results, sevsimulations for
each protocol with applying some changes were niadthe
scenarios, they are:

Transmission success rate (TX);

Receipt success rate (RX);

Motes arrangement (random or arranged manually).

The transmission and receipt success rate spetifepackage
chance being delivered or received by a particuiate, this rate
is of fundamental importance in protocols simulasichat need to
establish a connection like the TCP and REST, tsec#uere are
not handshake if the sent packets not arrive irother particular
mote. As the TX and RX, the arrangement of the mdealso
critical in simulations, because if overcome certhmit, set to
100 meters, is not possible for communication.

Both TCP and REST protocol were simulated usinglient
server system, where they were placed clients arel server
trying to respond to all customers requests, thiegeests were
not always answered successfully, either by charlige
transmission or receipt success rate (by a larggmtie between
the motes), for having drop packets while tryingettablish a
connection form client to server or due the contipsti to
multiple clients sending packets simultaneouslg gingle server,
wich is unable to answer all clients simultaneously

Already in the UDP and ABC module (Rime stack) pools

were made broadcasts in the network so that itneasmecessary
to answer requests a server, in this case all nseted packets to
the other and all have listening on, so it is pdassto remove
metrics without the use server. In the simulatibthese protocols
the transmission and receipt success rate variatias less
decisive than in the case of protocols that reqaireonnection
establishment, but the motes arrangement was asiwdeas in

TCP and REST.

For the UDP protocol, there are two distinct waysimulate it,
using the simple UDP API or UDP API. The simple UBPI is
implemented by the Contiki and provides functiomat tfacilitate
the simulation of this protocol, bacause is notydaswork with
UDP in Contiki. In this paper, simulations were fpemed with
both API using simple UDP and UDP.

Even with a difficulty degree a bit higher, we wiileat about the
Contiki UDP API simulation. To perform this simutat first

reviewed for the compilation rules necessary foe tdDP

implementation, these rules are:

CONTIKI=/home/user/contiki
Include $(CONTIKI)/Makefile.include

WITH_UIP6=1: Command that enables the use of the
ulP stack, in this case with IPv6.

UIP_CONF_IPV6=1: It is a flag used to enable IPv6
because by default the Contiki uses IPv4.

UIP_CONF_IPV6_CHECKS=1: It is also a flag, but he
is responsible for ensuring that packets arrivimghe
mote are correctly formed.



¢ UIP_STATISTICS=1: It is responsible for capturirgpt
metrics of incoming packets sent and lost.

With the Makefile file ready was sought to implerhehe

execution code of the mote. Was first added toctire libraries
Contiki: "contiki.h" and "contiki-net.h", then tretandard output:
<stdio.h> and lastly the "cc2420.h" which includesactions to
capture RSSI floor values and last packet receR@8I.

As this simulation sends a broadcast to all motsguthe UDP
API, you should first use the udp_broadcast_newctfan to
create a new connection UDP broadcast. Createdaitieection,
only the ulP stack can choose when to send packetsever
tepip_poll_udp function forces the stack to captilme specified
connection, thus allowing the sending of packetshat desired
time.

In this simulation, after the stack choosing tharetion, it is
used the uip_send function to send a string viaadcast
connection. After each sent, print up the metri€ésuip_stat
structure and presents the RSSI values with thetifums:

e ¢c2420_rssi(): Reading RSSI floor;

e cc2420_last_rssi: RSSI of the last packet received.

5. RESULTS AND DISCUSSION

The simulation of UDP API observed the UDP packits
environments with fixed and random arrangement atiesin the
environment with the random arrangement, the UD&kgta of
analyzed 10 motes are shown in Figure 1.
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Figure 1. Histogram of UDP packets sent and receidewith
motes scattered randomly by COOJA.

Note that this graph confirms the relationship e tandomness

of the motes with the received packets, since allias have
linearity in the quantity of packets sent, but aation in relation
to those. This explains the fact of the motes 4n8l 7 have
received fewer packets, since they were farthert fifgem the rest.

To try to confront these values, was built an esrwinent with
fixed arrangement, where all motes are in the tmésson area of
all others. With the environment ready was obtaithexgraph of
Figure 2.
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Figure 2. Histogram of UDP packets sent and receidewith
motes at fixed points.

Using this plot can confirm the dependence of thhargement of
motes, realize that occurs a permanence of packetsved and
sent around a value, showing that all are particigaequitably in
this simulation of broadcast.

Another point that was discussed in this simulativas the
relationship of the motes with TX and RX, Simulgtithem in

scenarios with motes arranged randomly and arramyeiked

points, to observe the impact of changes in the oftsuccess.
Following what was planned, was altered the TX BRixdto 50%

in the environment with the random arrangement avate

obtained the values of the figure 3.
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Figure 3. Histogram of UDP packets sent and receidewith
motes scattered randomly by COOJA with TX and RX at
50%.

Note that occurs again a fixity in the amount ofkms sent while
arises an alternation in the received packets. dameunt of
received packets also decreases due to reduceessuete.

In the same line of thought, simulated an envirammeth fixed
arrangement with a reduction of 50% success rdte. values
obtained are shown in Figure 4.
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Figure 4. Histogram of UDP packets sent and receidewith
motes at fixed points and TX and RX at 50%.

As was expected, the simulation obtained simildues to the
histogram of Figure 2, but with the decrease in aheount of
packets received due to reduction success rate.

6. CONCLUSION AND FUTURE WORK

The event-based programming required at the Congiknot
simple, in addition, many of the settings neededrun the
simulation are not available in the documentatifom, example,
have the codes described in the makefile.

Another problem encountered was in relation to @entiki
libraries, which sometimes caused problems becaihsir
functions do not work as they should, as an exampdehave the
uip_statics function. After extensive analysistad ulP.h library it
was verified that there was an error in this, whetié
UIP_STATISTICS = 1 is found, it is necessary to heuge for
just #if UIP_STATISTICS and at the end of the diion just let
the #endif.

Despite the difficulties encountered due to be ra@a ¢hat there is
little material available for consultation and athex poor
documentation, satisfactory results were obtained the
simulations. These simulations show that the paltalso
depend on the environment in which the motes averiad.

The simulation performed in this paper aimed towshieat it is
possible to implement in real motes the InterneThihgs. Thus,
future work proposed in this paper, is the realimatof the
simulation of these protocols in real motes, obes¢ineir behavior
and compare the results obtained by the simulatiith the
results obtained by real motes.

7. REFERENCES

[1] ASHTON, K.That ‘Internet of Things’ Thing . Online
RFID Journal. Published in 2009. Available in:
<http://www.itrco.jp/libraries/RFIDjournal-
That%20Internet%200f%20Things%20Thing.pdf>.
Acessado em 23 de setembro de 2013.

[2] DUNKELS, A. Full TCP/IP for 8-bit architectures. In:
Proceedings of The First International Conferent&lobile
Systems, Applications, and Services (MOBISYS 2008}y
2003.

[3] DUNKELS, A.Rime - a lightweight layered
communication stack for sensor networksln: European
Conference on Wireless Sensor Networks (EWSN).algnu
2007, Delft, The Netherlands.

[4]

(5]

[6]

[7]

(8]

9]

KIRSCHE, M.Simulating the Internet of Things in a
Hybrid Way .Proceedings of the Networked Systems
(NetSys) 2013 PhD Forum. Published in March 2013.
Available in: <https://www-rnks.informatik.tu
cottbus.de/content/unrestricted/staff/mk/PublicaidletSys
_2013-PhD_ForumKirsche.pdf>.

OSTERLIND, F.; DUNKELS, A.; ERIKSSON, J.; FINNE,
N.; VOIGT, T.Cross-Level Sensor Network Simulation
with Cooja. Proceedings of the First IEEE International
Workshop on Practical Issues in Building Sensomideit
Applications. (SenseApp 2006), Tampa, FL, USA, 14
November 2006.

PETERSON, L.L., DAVIE, S. BComputer Networks: A
System Approach.2003. Third Edition: A Systems
Approach, 3rd Edition.

SUNDMAEKER, H.Vision and Challenges for Realising
the Internet of Things. 2010.

TSIFTES, N.; ERIKSSON, J.; DUNKELS Aow-power
wireless IPv6 routing with ContikiRPL. Proceedings of the
9th ACM/IEEE International Conference on Informatio
Processing in Sensor Networks. April 12-16, 2010,
Stockholm, Sweden [d0i>10.1145/1791212.1791277].

VARGA, A.; HORNING, R.“An Overview of the
OMNeT++ Simulation Environment”. Proceedings of the
First Conference on Simulation Tools and Technidaes
Communications, Networks and Systems. (Simutoo®820
ICST, 2008, PP. 1-10.



