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ABSTRACT
On robotics, autonomous navigation vehicles and intelligent
transportation systems, the identification and calculation of
distance to obstacles is critical. This information needs to
be available as soon as possible in order to avoid accidents.
A laser rangefinder can be used to solve this problem. Thus,
this paper proposes modeling a line laser rangefinder based
sensor. This model is described and validated in MATLAB
software. Furthermore, the hardware architecture of the sen-
sor is presented.

Categories and Subject Descriptors
I.6.4 [Simulation and Modeling]: Model Validation and
Analysis; C. [Computer Systems Organization]: [Em-
bedded hardware, Sensors and actuators]

General Terms
Model Validation

Keywords
Laser Rangefinder, Sensor, Embedded System, Hardware
Simulation and Emulation

1. INTRODUCTION
On robotics, autonomous navigation vehicles and intelligent
transportation systems, the identification and calculation of
distance to obstacles is critical. These informations need to
be available as soon as possible in order to avoid accidents.

Thus, a lot of works use data fusion between different types
of distance sensors such as sonar, infrared. However, these
sensors are directional, that is, only obstacles on the straight
line whose the sensor is pointed can be noticed. An alterna-
tive is a line laser rangefinder. The use of this approach is
efficient because it requires no directional pointing, i.e., all
obstacles on the line laser of sight are perceived at the same
time [1].

In [2] a laser rangefinder is used to detect obstacles and
create a map for mobile robot. [3] and [4] use the laser
rangefinder just to detect obstacles, but [4] developed the
system on a general-purpose computer using C# language,
reaching an error in the distance measurement to ±3cm, and
[3] developed the system for Android platform executing on
a smartphone, tablet or netbook. In [5] is used a data fusion
of stereo camera and laser rangefinder, which is used for
gathering legs data in a process of detection and Tracking
of human being. In all these applications, the processing
is performed by a computer, generating a high throughput,
high computational cost and obstructing the design of the
embedded system. In order to obtain a completely on board
embedded system, it is possible to implement the system in
a FPGA (Field Programmable Gate Array).

A real-time embedded 3D vision measurement system based
on the line laser is implemented in FPGA and DSP (Digital
Signal Processor) in [6]. These devices are used to perform
image processing and control of a high-speed camera. This
kind of camera is too expensive, but provides more efficiency.
The camera calibration is described in MATLAB software
in [6]. The line laser and camera manipulation by FPGA is
also performed by [7], however for the purpose to obtain 3D
vision data and identify weld seam.

In this context, this paper proposes the modeling of a line
laser rangefinder based sensor using a common camera, dif-
ferent than [6]. This model is validated in MATLAB soft-
ware and partially simulated based on Verilog implementa-



tion, so it will be possible to implement it in FPGA later,
aiming processing speed by pipeline and reconfiguration of
architecture. No extra hardware is used to pre-process the
image, like a DSP in [6] and [7], and the entire sensor is on
board. Furthermore, the hardware architecture of the sensor
is presented.

This paper is organized as follows. Section 2 presents some
preliminary concepts about the sensor model, specifying the
implemented algorithms and its simulations. The hardware
architecture of the sensor is presented in Section 3. Finally,
conclusions are drawn in Section 4.

2. MODELING AND VALIDATION
Laser rangefinder is a simple technique used to obtain three-
dimensional information by calculating the deformation of
a laser point (or a laser line) projected on the surface of a
measured object [8]. The point method is relatively simple
in sense the image processing algorithms, but once only a
point is got from one image, so the measurement efficiency
is rather low when compared to the line method.

Figure 1 shows a system to measure distance based on a laser
rangefinder. A laser module (laser pointer) is used to project
a brilliant red dot in the object in front of the robot. So the
camera captures a frame and uses the projected dot position
on its image plane to compute the distance to the obstacle
based on simple trigonometry. This method is described by
[3] and [9].

The laser is projected in an object at distance D from the
robot. This red dot is reflected and projected in the camera’s
image plane. The distance pfc (pixels from center) between
the center of the image plane (in the optical axis) and the
red dot in the image plane is proportional to the distance D.
It is possible to calculate D by the equation 1. The distance
between the camera and the laser (h) is known previously,
the number of pixels from the image center to the red laser
dot (pfc) is obtained from the image. The radians per pixels
(rpc) and the radian offset (ro) are obtained calibrating the
system [3, 9].

D =
h

tan(pfc ∗ rpc+ ro)
(1)

The calibration process is performed by taking a set of pairs
of images taken at distances D known, as the height h, ac-
cording the Algorithm 1. These pairs consist of an image
of the environment to be sensed and another image of the
same environment, illuminated by the laser. The binariza-
tion of the difference between these images will generate a
black and white image only with the laser, and the Algo-
rithm 2 shows how to calculate the laser coordinates. These
coordinates are used to evaluate pfc. The next steps is solve
the system of nonlinear equations to find a set of values of
rpc and ro, and realize a polynomial interpolation to find
the best values of rpc and ro that satisfy the expression
θ = pfc ∗ rpc + ro. This is implemented at Lines 7 and 9
of the Algorithm 1, respectively. Once calculated the val-
ues rpc and ro, it is possible to execute the Algorithm 3 to
distance calculation between camera and target according

Figure 1: Geometric view of the laser rangefinder.

ALGORITHM 1: Camera Calibrate.

Input: Pairs of images (imgBase, imgLaser) with known
distances D, and the parameter h.

Output: The parameters rpc and ro to the camera.

1 for each pair of images (imgBase(i), imgLaser(i)) in
grayscale, such as i = 1..size(D) do

2 diff = abs(imgLaser - imgBase);
3 binaryDiff = GRAYtoBIN(diff , 85);
4 (row,column) = LaserDetection(binaryDiff);
5 centerRow = binaryDiff .rows/2;
6 pfc(i) = abs(row-centerRow);
7 (rpc(i),ro(i)): Solve the system of nonlinear

equations “D(i) = h/tan(pfc(i)*rpc + ro)” for rpc
and ro;

8 end
9 (rpc,ro) = polyfit(pfc, rpc, ro, ‘pfc ∗ rpc+ ro’);

Equation 1. The calibration was performed in MATLAB as
in [6].

It is important to remark that algorithm models were imple-
mented in MATLAB, because this platform provides tools
that support the generation of HDL (Hardware Description
Language) code. However, it was used a minimum of na-
tive functions of MATLAB, giving preference to elementary
operations contained in any HDL, in particular in Verilog,
whose syntax is close to mid-level programming languages,
facilitating the realization of testbenches.

More complex calculations, such as solving a nonlinear equa-
tions system (see Line 7 from Algorithm 1) or a polyno-
mial interpolation (see Line 9 from Algorithm 1), is per-
formed only in the calibration process, which is done offline.
So there is no problem in using the functions fsolve and
polyfit, respectively. In future work, the calibration can be
implemented in hardware using numerical methods as an
alternative to such functions, implementing, for example,
the Quasi-Newton method and the Lagrange Interpolation,
respectively [10]. In the Algorithm 3 at Line 3, the tan-
gent function is performed offline and its results are saved
in memory, as described in section 3, without problems for
implementation in hardware.



ALGORITHM 2: Laser Detection.

Input: Binary image binaryDiff where the white pixels
represents the laser.

Output: Coordinates (row,column) of the center of the
laser in the imgLaser.

1 for each column of binaryDiff that contains a white
pixel do

2 height = max. number of white pixels per column;
3 width = number of columns that contain white

pixels;
4 row = max. row coordinate of a white pixel;
5 column = max. column coordinate of a white pixel;

6 end
7 column = column - floor(width-1)/2);
8 row = row - floor((height-1)/2);

Also, although the project has been designed for the use of a
line laser, this paper describes the implementation of a dot
laser rangefinder, without loss of generality, since to extend
this implementation to a laser line, is only necessary to per-
form the algorithms described here for each column of the
image, considering pfc = sqrt((laserRow − centerRow)2 +
(laserColumn−centerColumn)2) and keeping in mind that
there will be one laser coordinate by column.

ALGORITHM 3: Distance Calculation.

Input: Coordinates (row,column) of the center of the
laser in img, and the parameters h, rpc and ro.

Output: Distance D between camera and target.

1 centerRow = img.rows/2;
2 pfc = abs(row-centerRow);
3 D = h/tan(pfc*rpc + ro);

Figures 2(a) and 2(b) show images processed by the Algo-
rithms 1 and 3. Figure 2(c) shows the binary image high-
lighting the laser. With fifteen pairs of images ranging D
from 70cm to 10.3cm, with h = 5.1cm, it was possible to
estimate rpc = 0.0016128 and ro = 0.072809, and calculate
distances on the images. The relation between the values of
pfc achieved in the calibration and the respective values of
D can be seen in Figure 3. The simulation results are shown
in Table 1, which has a max measurement error of −3.89%.

3. ARCHITECTURE
Figure 4 shows the hardware architecture of the sensor. Each
architecture block implements a functionality of the Algo-
rithms 2 and 3. FIFO (First In Fisrt Out) Structures are
used to synchronize the data production and consumption
between blocks, enabling the parallel execution via pipeline.
This is possible because all the processing is done pixel by
pixel, without any correlation with past values or neighbor-
ing pixels values.

According to the architecture, the sensor operates as fol-
lows. The robot requests the sensor a distance measurement.
So is captured an image (imgBase), sent pixel by pixel in
grayscale and stored in memory. Then the laser is activated,
a new image (imgLaser) is captured and sent pixel by pixel
in grayscale to the module Image Difference. This module

(a) (b)

(c)

Figure 2: Images to distance calculation. (a) base
image; (b) bright image; and (c) binary image.

Figure 3: Relation between pfc and D.

Figure 4: Hardware Architecture



Table 1: Results of simulation.
Pixels from Real Estimated Error Error
Center (cm) Dist. (cm) Dist. (cm) (Abs.) (%)

1 70 68.40 -1.60 -2.28
5 65 62.92 -2.08 -3.19
9 60 58.25 -1.75 -2.91
13 55 54.23 -0.77 -1.41
18 50 49.91 -0.09 -0.19
25 45 44.89 -0.11 -0.25
34 40 39.74 -0.26 -0.66
45 35 34.83 -0.17 -0.48
57 30 30.68 0.68 2.26
78 25 25.34 0.34 1.36
107 20 20.37 0.37 1.83
161 15 14.77 -0.23 -1.53
213 12 11.53 -0.47 -3.89
231 11 10.68 -0.32 -2.87
234 10.9 10.55 -0.35 -3.19
238 10.8 10.38 -0.42 -3.88
240 10.5 10.30 -0.20 -1.94
240 10 10.30 0.30 2.97

calculates the difference between the pixel received and its
corresponding in memory, then binarizes this pixel and sends
it to the FIFO. The Found Laser block analyzes each pixel
read from the FIFO. If it is a white pixel, its coordinates are
sent to a new FIFO, which feeds the pfc Calculation block.
This block is responsible for calculating the distance in pix-
els from the laser to the center of the image (pfc). Finally,
the value of pfc is used to obtain the actual distance value
D, which is returned to the robot.

Regarding the image capture, this task is performed by the
Capture Module that uses a camera OV 7670 at 30fps to
take pictures in 640 × 480 resolution and RGB555 pattern,
converts each pixel to grayscale and to sends one at a time.
Another important note is about the Distance Calculation.
In MATLAB model the Equation 1 is evaluated using the
function tan() to calculate the tangent of the angle θ =
pfc ∗ rpc + ro. But, once all possibles values of pfc are
known, and the parameters rpc and ro are constants for
each camera [3], it is possible to calculate offline, during the
calibration, each value D associated to each value of pfc,
and save it in memory (these data can be seen at Figure
3). This way, the hardware complexity to calculate D is the
complexity of one memory access.

An alternative to storing the D would be the implementa-
tion of the CORDIC algorithm (Coordinate Rotation Digi-
tal Computer). But its implementation in FPGA generates
a very large area. It becomes an attractive solution if the
project were synthesized in an ASIC.

4. CONCLUSION
We propose in this paper the modeling of a sensor based on
a laser rangefinder line to detect obstacles and measure the
distance. This model was implemented and validated in the
Matlab software in order to provide an easily transcribed
code for a HDL, especially for Verilog. Some tests were per-
formed and distance calculation showed maximum error of

−3.89%. The system was tested with a dot laser rangefinder,
without loss of generality, since it is simple to extend this
implementation to a laser line. It is also shown the sensor
hardware architecture, designed for FPGA, which enables
parallel processing with pipeline and a reconfigurable ar-
chitecture. Future works can be performed to implement
camera calibration in FPGA, making the sensor completely
independent from external systems.
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