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Abstract—Quantum-Dot Cellular Automata (QCA) is a new
promising technology with great advantages to integrated circuits
like faster speed, low power computation and very small size.
QCA technology faces several implementation challenges which
are being addressed by recent advances. One of the most difficult
challenges related to the process of creating circuits with QCA
technology is the routing process. In this paper we redesign some
circuits with equivalent logic through simplification of functions
in order to analyze the circuit routing, also making a comparison
among the circuits.

I. INTRODUCTION

Current industry technologies, like CMOS (Complementary
Metal-oxide Semiconductor), for manufacturing of integrated
circuits are nearly reaching their physical limits [4] and
new technologies are needed to replace CMOS. Some new
nanotechnologies are promising alternatives to CMOS.

QCA (Quantum-Dot Cellular Automata) technology [6]
uses quantum dots instead of electric current. Although this
technology is not yet available in industry, small scale QCA
cells have been fully tested and manufactured [5]. QCA
consists in bi-stable cells connected by a force field capable
of arranging itself to perform logical operations [7]. This
technology has been applied to develop logic circuits which
have presented low power, small size and high clock rates.

QCA is basically a nanometric square cell with four quan-
tum dots and two electrons. Each quantum dot is close to a
vertex of the square. The QCA cell can be polarized, which
means that the electrons can move to two diagonally oposed
corners of the cell. Because of their Coulomb repulsion they
will go to a diagonal opposite in the cell and this will make
the cell polarize at −1 or +1, which represents the logic 0 and
1, as we can see in Fig. 1. The black dots are the quantum
dots containing an electron.

Fig. 1: Polarized QCA cells.

When the cell is polarized, the electrons move to their
positions influencing nearby cells by Coulomb interactions.

Consequently, a cell that is polarized at +1, influences nearby
cells to polarize at +1. This is the principle that explains
why QCA technology does not need electric current, as the
information is passed along cells with Coulomb interactions.
The polarization of cells is used to encode binary information,
and with the help of physical interaction of the QCA cells,
boolean logic is implemented.

Build a QCA circuit with an effective routing is very
important and requires time and ability because a QCA circuit
follows a specific data flow. Since QCA technology follows
specific patterns, one of the challenges is finding a better
routing for the circuit because traditional circuits are not
optimized for QCA routing.

Before building the circuit it is necessary to analyze the
boolean function. There are many different strategies to syn-
thesize and implement a logic function. When we are imple-
menting the logic function we have to analyze the number
of cells and gates in the circuit. Placement determines the
location of each of these elements and the next step is the
routing which adds wires to connect the components.

Connections between different cells are provided by wires
that may extend through or past one or more cells to provide
connections in the integrated circuit [1]. When we connect the
components of the circuit we have to follow design rules and
an efficient routing algorithm is needed. To reach an efficient
routing we should find a positive trade off between area and
speed.

Majority logic can be investigated to improve the syn-
thesis and optimization of the circuits. Recently, a novel
logic representation structure has been proposed to optimize
Boolean functions called Majority-Inverter Graph (MIG) [2].
This proposal is completely based on majority and inverter
operations and may reduce the number of logic levels.

In this work we investigate MIG-based optimization tech-
niques of boolean functions which provide a more effective
QCA routing. Besides that, we will use an algorithm for
placement and routing for Quantum-Dot Cellular Automata,
which is based on the approach proposed in [8], for verify
the routing in the circuit. Analyzing the area and speed of the
implemented circuits we were able to define the best strategy
to build a QCA circuit in order to facilitate routing. We have
implemented two logic functions with different logic gates.



This paper is organized as follows: Section II presents the
methodology used in this study. The results are presented in
section III and the conclusion and future work are shown in
section IV.

II. METHODOLOGY

The two logic functions explored in this work are described
by Equations 1 and 2.

F = x(y + uv) (1)

F = x⊗ y ⊗ z (2)

When we build circuits in QCA we have to take care about
the synchronization of the inputs and outputs. It’s important
that the inputs stay synchronized in all the majority gates on
the same level, and the placement of inputs is very relevant,
as well as routing.

All the circuits shown here have been built using QCADe-
signer [9] with USE (Universal, Scalable and Efficient) clock-
ing scheme [3] which facilitates synchronization. USE clock-
ing scheme controls the dataflow through its four clock zones.
These clock zones are represented by the colors: green, purple,
turquoise, and white.

We use MIG-based methods [2] to generate optimized
graphs to be used in circuit placement and routing. A MIG
is a homogeneous logic network that is an acyclic graph with
each node representing the majority function. In a MIG, edges
are marked by a regular or complement attribute. MIGs can
be optimized in terms of area (size), delay (depth) and power
(switching activity).

The MIG Boolean Algebra [2] is defined over the set
(B,M,′ , 0, 1) where M is the majority operator of three
variables and ′ is the complement operator [2]. There is a set of
five primitive transformation rules, referred to Ω, which is an
axiomatic system for (B,M,′ ,0,1). Because the lenght of the
exact transformation sequence of a MIG might be impractical
for modern computers three transformations have been derived
from Ω. These transformations, referred to as Ψ, facilitates the
MIG manipulation task.

In this work we apply MIG-depth optimization technique [2]
in the circuits described by Equations 1 and 2. This technique
is presented in Algorithm 1.

Algorithm 1: MIG-DEPTH OPTIMIZATION PSEUDO-
CODE.
Data: MIGα
Result: OptimizedMIGα

1 for (cycles=0; cycles<effort; cycles++) do
2 Ω.Ml→ R(α); Ω.Dl→ R(α); Ω.A(α); Ψ.C(α);
3 Ω.A(α); Ψ.C(α);
4 Ψ.R(α); Ψ.S(α);
5 Ω.Ml→ R(α); Ω.Dl→ R(α); Ω.A(α); Ψ.C(α);
6 end

The placement and routing algorithm for QCA, based on
the approach proposed in [8], is a tool that automates the re-
alization of a QCA circuit, and also verifies wire crossing and
clock synchronization at lower level. This method generates
solutions based on the USE clocking scheme [3] represented
by a square matrix. An even line of the matrix has direction
from left to right and a even column has direction from the
bottom up, for odd lines the direction is from right to left and
odd columns from top to bottom.

We model each circuit described by Equations 1 and 2 using
a majority circuit representation. Figures 2 and 3 present the
majority circuits related to the circuit described by Equations 1
and 2, respectively. Each majority gate corresponds to a node
in a MIG. It is important for the reader to note that a 3-input
majority gate behaves as a 2-input AND gate when the third
input is connect to logic level 0 and as a 2-input OR gate
when the third input is connected to logic level 1.

Figures 2a and 3a present the original majority circuits
described by Equations 1 and 2, respectively. The original
majority circuits are used as inputs to the MIG depth optimiza-
tion algorithm (Algorithm 1), leading to the circuits illustrated
in Figures 2b and 3b, respectively. The applied optimization
decreases the circuits depths by 1 level on the first circuit and
2 levels on the second circuit.

The next step is apply the placement and routing algorithm
described in [8] to both original (Figures 2a and 3a) and depth
optimized circuits (Figures 2b and 3b). The resulting circuits
are presented in Figures 4 and 5, respectively. Figures 4a
and 5a present the layouts after placement and routing of the
original circuits, while Figures 4b and 5b present the layout
after placement and routing of the depth optimized circuits.

III. RESULTS

This Section presents the area and synthesis time results
obtained from the redesigned circuits. Tables I and II show a
comparison between the area and synthesis time of the original
circuits and their depth optimized versions. Comparing both
circuits we can analyze the impact the depth optimization on
the generated layout.

In Tables I and II we can see that the depth optimization [2]
leads to circuits that occupy less area. For the Equation 1
circuits (Table I) the difference is around 10%. However, the
layout generated for optimized majority circuit described by
Equation II occupies less than 50% of the original circuit area.
On the other hand, the time consumed by the synthesis process
varies and does present a well definied trend.

TABLE I: Area and synthesis time for Equation 1.

Function x(y + uv) Area (Squaresa) Synthesis time
Original circuit layout 20 8 s
Optimized circuit layout 18 15 s

aThe squares consider each cell with 18 nm lenght and 18 nm width.
Each square contains 5x5 cells.



(a) Original circuit. (b) Depth optimized circuit.

Fig. 2: Majority circuits described by Equation 1.

(a) Original circuit. (b) Depth optimized circuit.

Fig. 3: Majority circuits described by Equation 2.

(a) Original circuit layout. (b) Optimized circuit layout.

Fig. 4: QCA circuit layout for Equation 1.

IV. CONCLUSIONS AND FUTURE WORK

This work compared the layout area generated by a QCA
placement and routing tool over two classes of circuits de-
scribed in majority logic: (1) original circuit; (2) depth opti-
mizated circuit.

We showed examples of majority logic depth optimization
that decrease area occupied by a QCA layout generated by a
placement and routing tool.

As future work, we plan to extend these results to more
complex QCA circuits.



(a) Original circuit layout. (b) Optimized circuit layout.

Fig. 5: QCA circuit layout for Equation 2.

TABLE II: Area and synthesis time for Equation 2.

Function XOR Area (Squaresa) Synthesis time
Original circuit layout 40 30 s
Optimized circuit layout 18 25 s

aThe squares consider each cell with 18 nm lenght and 18 nm width.
Each square contains 5x5 cells.
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