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Abstract— Focal-plane processing is the target of many stud-
ies due to its potential for enhancing the speed of the vision sys-
tem flow. With focal-plane processing it is possible to perform 
parallel processing throughout the entire matrix. In order to al-
leviate A/D conversion and transmission constraints, analog im-
age compression is implemented at the focal plane, thereby re-
ducing the amount of data to be transmitted and the bandwidth 
requirements. The ADC is performed at the focal plane as well, 
after the compression operation whose realization is based on 
differential pulse-code modulation (DPCM), linear transform 
and vector quantization (VQ) applied on every 4 × 4 pixel block 
using current-mode circuits. This paper presents experimental 
results obtained from a second-generation version of the image 
sensor. Among these results we can point out the presentation 
of different captured images and the modeling of errors that 
were identified during the experimental tests. Since the source 
of these errors is the DPCM stage, the modeling concerns the 
bits that refer to the mean block luminance results. The error 
modeling procedure was developed considering the relationship 
between the pixel integration period and the DPCM quantizer 
threshold values. The main contributions of the second-genera-
tion chip in comparison to the previous realization are: increase 
of the vector quantizer complexity, number of bits per pixel, 
pixel matrix size, and the use of cascode current mirrors in the 
linear transform matrix. The image sensor advanced in this pa-
per was fabricated in a standard 180 nm CMOS process.

Index Terms—CMOS image sensor, focal-plane compression, 
DPCM, vector quantization.

I. Introduction

The CMOS image sensors framework applies to countless 
number of applications [1]. Nowadays it is possible to find 
these sensors in systems ranging from simple cameras, such 
as the ones used for surveillance, to high quality cameras 
used by professional photographers. Industrial and academic 
fields invest resources on studying these sensors, because of 
the achievable image quality, and because of their flexibility 
[2]. An interesting feature of the CMOS image sensors is the 
possibility of introducing processing hardware in the same 
chip of the pixel matrix [3]. This allows for the design of 
an entire system on chip and has the potential for enhanc-
ing speed and reducing power of vision systems, which are 
very useful characteristics for embedded circuit applications. 
Furthermore, if we consider adding processing hardware in-
side the pixel matrix, every pixel would be part of a process-
ing unit, and we can perform parallel processing throughout 

the entire matrix. This technique is called focal-plane pro-
cessing and has lately been the topic of many publications 
[4]-[10].

Usually, in a vision system chain, all the pixels values 
from the pixel matrix must be converted to digital, sent out 
of the capture chip, stored in a intermediate memory and sent 
to a digital processor that will perform a desired task such 
as image compression, object recognition, face detection, 
among others. The bottleneck of this chain is the data trans-
mission from the pixel matrix to the intermediate memory. 
Analog-to-digital conversion, transmission out of the chip 
and memory storage require significant amount of time in 
the vision system flow. To accelerate the vision system flow, 
it is interesting to perform compression inside the pixel ma-
trix chip, thereby also reducing the amount of data that need 
to be transmitted. Another advantage in doing compression 
inside the chip is to alleviate the bandwidth requirements of 
the system.

Our goal is to perform data compression at the focal 
plane. Current-mode analog circuits are used to implement 
differential pulse-code modulation, linear transform and vec-
tor quantization in every 4 × 4 pixel block [11]. Two gen-
erations of a compression imager have been designed, fabri-
cated and tested. This paper presents experimental results for 
the second-generation chip and compares them with results 
from the first-generation chip [11].

Based on the experimental results from the first chip, im-
provements were included in the design of the second pro-
totype. Among the modifications in the new design we high-
light five main changes:

•	 VQ (vector quantizer) complexity: a new input com-
ponent was added with the goal of being able to cap-
ture more details and improving the modulation trans-
fer function. Five input dimensions are used now, 
instead of four, thus increasing the VQ complexity.

•	 Number of bits: because of the changes in the VQ, 
one additional bit is required for representing the ad-
ditional component sign. To improve the representa-
tion of the five-component absolute value vector, we 
added two VQ bits, thus increasing the VQ bit rate 
from seven to nine bits per vector.

•	 Cascode current mirrors: the linear transform matrix 
was implemented using cascode current mirrors, in-
stead of simple current mirrors, which were used in 
the first-generation chip. A study was performed in 
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order to verify that the cascode brings advantages to 
the implementation [12].

•	 Technology: the new chip was designed for fabrica-
tion in a 0.18 µm technology, while the previous one 
was designed for a 0.35 µm technology.

•	 Pixel matrix size: a 64 × 64 pixel matrix was designed 
for the second generation chip, in comparison with 
32 × 32 for the first one.

After conducting the experimental tests, errors were iden-
tified in the DPCM (differential pulse-code modulation en-
coder). We will also present a modeling and proposed cor-
rection for these errors. To model the DPCM encoder errors, 
we performed experimental tests using a white uniformly 
illuminated image. The modeling is based in the relationship 
between the integration period and a reference voltage that 
defines the quantizers thresholds.

Section II gives a brief explanation of the algorithm, 
highlighting the differences between the designs. The cir-
cuits that are required for implementing the proposed data 
compression are shown in Section III. Section IV presents 
a qualitative comparison between the results obtained from 
both chips using similar targets and the DPCM errors model-
ing. Section V closes the paper with a final discussion and 
ideas for future work.

II. Block-Based Image Compression

The implemented image compression technique is block-
based, performed in every 4 × 4 pixel block. This technique 
is explained in detail in [11]. It is divided into two parts: 
compression of the mean value of the block, also called DC 
component, and compression of the details of the block, also 
called AC component.

For the DC component representation, we use a DPCM 

encoder. The idea is to transmit, instead of the input signal it-
self, the difference between the input signal and a prediction 
of this signal [13]. With a good prediction, most of the values 
transmitted will be close to zero, which permits prioritizing 
the most likely values to be transmitted and even using fewer 
bits, if we can afford to lose the most unlikely values. For a 
natural image, there is a high probability of two neighboring 
pixels having close values, so a good prediction for a pixel 
is to use the value of a neighbor that was previously sent. 
This idea can be extended to the mean value of pixel blocks. 
That is, the mean value of a spatially adjacent block is a good 
prediction for the mean value of the block we want to trans-
mit.In the following paragraphs, all algebraic symbols refer 
to Fig. 1, which summarizes the operation of DPCM, lin-
ear transform and VQ performed inside a single 4 × 4 pixel 
block. For convenience, because of circuit simplifications, in 
the proposed DPCM technique, instead of the mean value of 
a block, we compute the summation of the pixels inside the 
block, . Four bits are used for transmission, in which one, D1, 
is for the sign and three, D2, D3 and D4, are for the absolute 
value of the difference between the summation of the pixel 
values inside a block and the summation of the pixel values 
inside the previous block at the same row, . The prediction 
value for the next block is given by the equation , where  is 
the decoded value that represents  and  is the predicted pixel 
summation for the current block. The maximum difference 
that can be encoded is approximately equal to the pixel out-
put signal range center value. There are transitions from a 
white block (one) to a black block (zero), or the opposite, 
which are large enough for the DPCM to fail in properly rep-
resenting them. The choice of not representing steps higher 
than the middle of the signal range comes from the DPCM 
design, which considers the PSNR (peak-signal-to-noise ra-
tio [14]) of the reconstructed images and the maximum num-
ber of desired bits. For focal-plane image compression, we 
use a low bit rate, which is enough for keeping the image 
quality at an acceptable minimum.

DPCM is performed for every row of blocks. A refer-
ence value is considered for the first block of every line. The 
main difference between the first-generation design DPCM 
and the second-generation DPCM is this reference value. On 
the first-generation chip, this reference was equivalent to the 
lowest possible value from the signal range (zero), while in 
the second-generation chip this reference was designed to 
be equivalent to the middle value of the signal range. This 
change in DPCM initialization was based on system-level 
simulations that indicated a PSNR increase associated with 
the new DPCM initialization. The consequence of consider-
ing the lowest value of the signal range is that the blocks 
at the beginning of every row became dark. This is not a 
problem when the block average values are close to zero, 
but if the first block is brighter, then we may not be able 
to reach the correct average luminance value. On the other 
hand, when the first block reference value is closer to the 
middle of the range reaching darker or brighter average val-
ues is equally easy.Fig. 1: Compression method block diagram.
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In the case of the AC component, we use linear transform 
and vector quantization for signal compression. As men-
tioned before, neighboring pixels usually have very close 
values, which means that, inside a block, the pixel values 
are correlated. In other words, there is a significant amount 
of redundant data that does not need to be transmitted. The 
linear transform is responsible for changing the signal do-
main into a more efficient one, thus reducing redundancy 
and concentrating signal energy. The computation consists 
in multiplying a 16-dimension vector, which represents the 
block pixel values, by a carefully chosen matrix that aims at 
maximum decorrelation. The outputs of this operation are 
transform coefficients. If these coefficients are multiplied by 
the 4 × 4 pixel blocks that compose the transform basis, and 
the resulting pixel blocks are added up, then the pixel-block 
texture details are reconstructed. The linear transform basis 
is composed by 1 DC component and 15 AC components of 
increasing horizontal and vertical spatial frequency. The DC 
component was already previously encoded by the DPCM. 
Because of silicon area constraints, we encode a smaller set 
of AC components containing the highest-energy ones.

For the previous chip design, only four linear transform 
components were used. For the second chip design, we de-
cided to use five linear transform components aiming at in-
creasing the image quality [15]. After the linear transform, 
we compute the component absolute value, encode the com-
ponent signs using one bit per sign (bits S1 to S4 in the pre-
vious chip, and bits S1 to S5 in the new chip), and finally 
convey the absolute values to a VQ for block coding.

The vector quantizer is a generalization of the scalar 
quantizer. It performs analog-to-digital conversions but, 
instead of considering each input component separately, it 
jointly encodes the vector components aiming at decreasing 
entropy and distortion [16]. Adding a new linear transform 
component leads to one-bit increase in the output bit rate. 
This additional bit represents the sign of the new compo-
nent. The VQ complexity and bit rate increase as well. After 
including the fifth VQ input dimension, we have obtained 
better results when using 9 bits for the VQ (from B1 to B9), 
instead of 7 (from B1 to B7), as in the previous design. A 
theoretical comparison of both VQs is presented in [15] and 
justifies the addition of a linear transform component at the 
VQ input.

The DC and AC components data encoding flow can be 
seen separately in Fig. 1, highlighted by the boxes in dash-
dot and dashed lines, respectively. The differences between 
the chip generations are indicated by the thicker lines. As it 
can be seen in the figure, in the previous design 15 bits were 
transmitted for each 4 × 4 pixel block. In the new design we 
have 18 bits per block. The bit rate increase is justified by the 
image quality improvement [15].

III. Schematic Diagram

Current-mode circuits were used to implement the com-
pression algorithm. Using current-mode circuits allows for 

maintaining the signal range as technology scaling leads to 
reduced power supply. In our case, the current mode simplic-
ity yields an important advantage over voltage-mode imple-
mentations with respect to signal summation, multiplication 
and copying. The sum of two currents is performed by sim-
ply connecting both currents sources to the same node. To 
multiply a current by a scalar constant, current mirrors with 
properly adjusted width and length are used. Those basic op-
erations are required for the image compression algorithm 
implementation.

Fig. 2(a) shows the photodiode readout circuit, which 
maps the photocurrent into an amplified current that will be 
processed by the circuits that implement data compression. 
The readout circuit has three control signals, Reset, P1 and 
P2. When the reset is activated, the reset transistor, M1, which 
works as a switch, turns on and the photodiode node, Vph, 

Fig. 2: Circuits used to implement the compression algorithm at the focal 
plane: (a) photodiode readout circuit, (b) absolute value circuit, (c) simple 

current mirror, (d) cascade current mirror and (e) current comparator.
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is charged. As soon as the reset signal goes down and M1 
turns off, the initial Vph voltage is sampled by turning off the 
switch controlled by P1. At the same time, the photodiode 
starts discharging the photodiode node, Vph, proportionally 
to the incident light. The integration period is the time inter-
val during which the photodiode is kept working, generating 
a current proportional to the incident light. By the end of 
this period we turn off the switch controlled by P2 to ob-
tain a second sample. The samples are stored in the parasitic 
capacitances of transistors M4 and M5, thus maintaining the 
currents that flow through these transistors equal to a copy 
of the first and second sample, respectively. The first sample 
is copied and inverted using M6 and M7 with the goal of sub-
tracting it from the second sample. The output current, Iout, is 
thus the difference between the second and the first sample. 
This technique, which is useful for reducing fixed-pattern 
noise, is called correlated double sampling [17]. Transistors 
M8 and M9 transform the output current into two output volt-
ages, Vout1 and Vout2, which are used by DPCM and linear 
transform circuitry to obtain copies of Iout.

For both the DC and AC encoding algorithms, it is neces-
sary to execute absolute value operations, as it can be seen in 
Fig. 1. The circuit shown at Fig. 2(b) implements this opera-
tion. This circuit is required for DPCM and for the genera-
tion of VQ inputs. Its input signal, Iin, is a current of either 
direction and its outputs are a bit that represents the direction 
of the input current, sm, and two voltage references, VoutP and 
VoutN, from where the absolute-valued current can be copied 
with the correct direction, depending on its multiplication by 
a positive or a negative scalar.

Simple and cascode current mirrors are used in the new 
design. These circuits are presented in Fig. 2(c) an (d), re-
spectively. In both cases, the output current Iout will be equal 
to a constant multiplied by Iin, where the constant that multi-
plies the input current is equal to the ratio between the chan-
nel width/length ratio of the output transistor M2 and the 
channel width/length ratio of the input transistor M1. Among 

other uses of these circuits, they are employed to implement 
the linear transform operations. Since these operations can 
be written as a sum of weighted pixel values, the current mir-
ror is used to perform the multiplication, while its input cur-
rent is proportional to the pixel value. The first chip design 
used only simple current mirrors, but these circuits are not as 
accurate as the cascode current mirrors. The study presented 
in [12] showed that the use of cascode current mirrors for the 
linear transform operations mapping 16 pixel values into five 
components is very beneficial. To allow for VQ implementa-
tion using simple analog circuits, we use a sub-optimal ap-
proximation consisting of another linear transform followed 
by scalar quantizers. For this linear transform, which maps 
5-D input vectors into 5-D feature vectors that have its com-
ponents separately encoded by scalar quantizers, simple cur-
rent mirrors are used in both designs, since the advantages of 
using cascode at this part of the circuit were not significant 
[12].

The current comparator is used for the quantization cir-
cuits in both VQ and DPCM. It is shown in Fig. 2(e). The 
output of this circuit is a bit that indicates which current is 
higher. If Ip, which is given by the input voltage VinP, is larger 
than In, given by VinN, then the node Vx is charged and the 
output voltage Vout is low, to represent a logic zero bit. On 
the other hand, if In is larger than Ip, then the node Vx is dis-
charged and the output bit is one. The current comparator is 
used for converting the result of the compression to digital. 
The reference currents required for performing the com-
parison are generated outside the pixel matrix, using several 
cascode current mirrors. Only one reference current, defined 
outside the chip, is required for generating the threshold val-
ues for VQ and DPCM, and for generating the prediction 
value for the first block of each row. This current is measured 
through the voltage across an external resistance whose val-
ue is well-known. This voltage across the external resistance 
will be mentioned very often in Section IV, so we allocate a 
particular symbol, , for it.

Fig. 3: DPCM reconstruction circuit with maximum current control.
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In Fig. 3, we show the circuit for generating the predic-
tion value for each DPCM block. This circuit implements 
the equation . The first step is a digital-to analog conversion: 
the inputs are the DPCM bits, o01 until o07, which will de-
fine which currents are added up, from IΔ1 to IΔ7, to represent 
the absolute quantized value of the error, . The result of the 
sum between the delta currents and IC0 yields an analog re-
construction value. The bit d0 is the reconstructed prediction 
error sign, which defines the direction of the error current. 
The reconstructed prediction error is thus copied through M3 
or M5. The pixel sum prediction for the pixel block at the 
present spatial position, , is copied through M8 and the sum 
that defines  is performed at the drain node of this transis-
tor. Consequently, the current that flows through M13 is the 
pixel sum prediction for the pixel block at the next spatial 
position, . The output of this circuit is also different from the 
circuit in the first-generation chip. In order to guarantee that 
the circuit will not work with currents higher than designed, 
a circuit that defines the maximum pixel sum prediction cur-
rent was included. It is composed by transistors M9 to M16. 
In this circuit, M9 copies the maximum current the DPCM 
circuit is allowed to work with. If the current copied by M14, 
that represents , is higher than the maximum current, then the 
difference between these two currents will be copied using 
M10 and M11. This difference is then used to subtract from  
the current by which it exceeds the maximum current, thus 
resulting in a prediction current that is equal to the maximum 
possible current. This circuit can be activated or deactivated 
using the transistor M16. This circuit was included with the 
goal of controlling the luminance representation saturation at 
the DPCM decoder. The maximum current value is defined 
outside the chip, a reference current that is different from the 
one obtained with . Therefore, two currents are generated 
outside the chip: the one proportional to , which defines the 
thresholds and , and a second current which defines the max-
imum prediction current value, from columns 2, 3, …, 16. 

The present chip was designed using a 180  nm CMOS 
technology. The layout of the 4 × 4 pixel block that is used 
throughout the pixel matrix is presented in Fig. 4(a). The 
implementation of the data compression algorithm inside 
each pixel block requires 833 transistors per block. In the 
previous design, that used only simple current mirrors and 
four (instead of five) linear transform components, there 
were 607 transistors per block. Even with the increase in the 

number of transistors, using a 180 nm technology, instead of 
the 350 nm technology from the first design, allowed for an 
increase in the fill factor, from 7.1% to 13.5%, and a reduc-
tion of the pixel pitch, from 37.5 µm to 27.2 µm. Fig. 4(b) 
shows a photograph of the fabricated chip welded to the test 
board. The metallic structure shown in Fig. 4(b) is used to 
connect the lens for the chip tests.

IV. Experimental Results

Experimental tests are being performed with the purpose 
of characterizing the new chip and identifying whether the 
modifications were advantageous. In order to do that, an 
experimental setup has been designed so that a micro-con-
troller could be used as the interface between a computer 
and the chip. The chips from both generations use the same 
lenses and structure shown in [11], but a new circuit board 
was designed to adapt for the requirements of the new chip. 
For example, the transistors from the first generation operate 
with a power supply of 3.3 V, while the second generation 
ones work with 1.8 V.

Fig. 4: (a) Pixel block layout and (b) photograph of the fabricated 
integrated circuit and the lens support

Fig. 5: Results for a black and white stripped pattern. On the left column, 
results from the first generation chip, with a target of 1.67 cycle/cm spatial 
resolution; on the right column, results from the second generation chip, 
with 3.33 cycle/cm spatial resolution. From top to bottom: DPCM partial 
result, VQ partial result, decoded image after filtering and enhancement, 

and the average image, using 100 decoded images.
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Aiming at comparing the results from both chips, the 
same targets used for the first generation [18] were employed 
to test the new chip. Those are black and white images with 
geometrical shapes that allow for the visualization and first 
evaluation of the DPCM and VQ stages, as well as the final 
decoded image.

Fig. 5 shows the results for both generations when a 
striped pattern is used as target. It is important to note that 
although the images are presented with the same size, the 
resolutions are different. The images generated by the first 
chip have 32 × 32 pixels while the images from the second 
chip have 64 × 64 pixels. In this figure, the reconstructed 
partial image using only the DPCM bits can be observed at 
the first row, the reconstructed partial image employing only 
the VQ bits is at the second row, the final image is presented 
at the third row, and the mean image after 100 captures is 
shown at the fourth row. The reconstructed final images have 
being filtered to remove noise and enhanced for a better visu-
alization. For all the presented figures, the DPCM row starts 
on the left side of the image.

This figure is interesting because it shows an image in 
which the transition between white and black stripes are 
narrower than a DPCM block, which means that the VQ 
is the predominant signal in the image. In this figure, the 
new generation image has twice the number of black stripes 
compared to the first generation image. Since the resolution 
changes from the first to the second design, we depict these 
images to guarantee that a fair comparison is made. That is, 
in a 32 × 32 section of the new generation image there is 
approximately the same number of stripes as that of the first 
generation chip. Comparing the images in the second row 
of Fig. 5, we see that the VQ is more efficient for the new 
design, since the stripes have a better definition. The transi-
tion between black and white is now more precise and better 
defined.

On the other hand, observing the final reconstructed im-
ages, we can see that there is an error in the DPCM. It seems 
that the reference value for the first block, that was supposed 
to be in the middle of the dynamic range, is higher than ex-
pected. As a consequence, it takes more steps to reach darker 
values than what was expected. In this figure the employed 
first column prediction values were arbitrarily chosen to 
guarantee that the final image had no negative values, which 
resulted in the white blur that can be observed in the bottom 
left of the final image. In order to alleviate this effect, the 
DPCM is being carefully studied. An analysis of these errors 
has been developed and will be presented in the next section. 
Aside from this DPCM unexpected result that degrades the 
image quality, the overall result shows that the image quality 
has improved.

Additional consequences can be seen in Fig. 6, where the 
VQ partial results and a final image for various targets are 
displayed. In the final images from the second row of Fig. 
6, we can see two errors generated from the DPCM: the first 
one is the white blur that appears in the image from the sec-
ond column, and the second one is the black blur that appears 

in the image from the fourth column. Both errors seem to 
have the same nature, since the DPCM noise assumes values 
that are higher or lower than what was supposed to be and 
the total noise causes the blur. The VQ results confirm the 
conclusion drawn from Fig. 5, that there was a significant 
quality improvement in this section of the compression al-
gorithm.  On the images, which show the VQ partial results, 
the objects can be clearly seen. It should also be noted that on 
the darker regions there is much less noise in the results from 
the new design than from the former one. In the arrow im-
age, for example, shown in the fourth row and third column 
of Fig. 6, the arrow can be hardly seen if we look just at the 
VQ result of the first-generation result, while the VQ from 
the new design clearly represents the arrow.

A.	 DPCM Experimental Tests and Modeling

With the goal of investigating the sources of the DPCM 

Fig. 6: (a) VQ partial results from the first generation chip and (b)
corresponding final, (c) VQ partial results from the second generation

chip and (d) corresponding final image.
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errors and improving the image quality, experimental tests 
have been performed making use of the maximum current 
limiting circuit. This circuit is present at the reconstruction 
current circuit and can be seen in Fig. 3. If we set the maxi-
mum current as low as possible we are able to turn off the 
DPCM from column two onwards. This happens because 
the prediction current, , is limited to a value close to zero. 
Consequently, , the value quantized is proportional to the 
value of the pixel block sum and, instead of a DPCM, the DC 
component encoder is now working as a pulse-code modu-
lation (PCM) of only three bits. This does not apply to the 
first column of the image, though, since the prediction value 
for the blocks of this column depends on an input reference 
current.

Regardless of the low bit-count, the achievable image 
quality is good, as can be seen in the two examples shown in 
Fig. 7. In this figure we can see the PCM, VQ and final image 
results, from left to right. The two targets used can be clearly 
identified from the two rightmost images in Fig. 7, which are 
a diagonal stripped pattern for the top row and a piece of the 
Lena image, for the bottom row. The PCM result is able to 
give a good representation for the luminance of the blocks, 
while the VQ result is responsible for the finer details. The 
only post-processing applied to the final image was a low 
pass filter, with the goal of reducing noise. Some errors can 
be perceived in the first column, mainly in the Lena image, 
in which this column is entirely black. This happens because 
the current limiting circuit does not work for this column.

This result shows that it is possible to isolate the errors 
that are caused by the DPCM. Taking advantage of this fact, 
experimental tests were performed to analyze the response 
of each block of pixels, separated by columns. With these 
tests, we were able to establish a response model for the first 
column, as explained below.

The tests are based in discovering a relationship between 
the reference voltage , which defines the input current that 
sets the threshold currents and the first block prediction cur-
rent, the integration period  and the quantization thresholds 

from the scalar quantizer present in the DC component en-
coder. The imager target is a white image uniformly illumi-
nated and the lens aperture and focus are maintained fixed 
during the entire test.

The test consists in finding, for a given , the integration 
period necessary from which  crosses a determined thresh-
old. This can be found by monitoring the occurrences of the 
DPCM index. Considering the last threshold, for instance, if  
increases, thus increasing the threshold value, a higher inte-
gration period is necessary. This happens because  is propor-
tional to the integration period. This test is repeated for every 
block of the pixel matrix, for different values of . The result 
is a set of points that relate the reference voltage with the 
integration period. This set of points were used for a curve fit 
using least squares method.

Fig. 8(a) shows the relationship between  and  consider-
ing the largest threshold, , for each row of block of pixels 
for columns one, two, three and four, from top to bottom. In 
this figure, the solid lines correspond to the derived models, 
which are consequences of the linear regression approxima-
tion. Every different line represents a different block row in 
the matrix. The results for the next columns are similar to the 
ones for columns three and four. The model equations found 
are simple linear equations in which the linear coefficients 
are ideally equal to zero and represent a time offset, the min-
imum amount of time necessary for  to reach a threshold, 
and the angular coefficient is directly related to the thresh-
old values and to the first blocks prediction current, since it 
represents the relationship between  and  or, in other words, 
the relationship between  and . The angular coefficient can 
be thus used to understand and model the scalar quantizer 
response.

Comparing the rows in Fig. 8 we observe that there is a 
significant difference in the behaviors of the equation mod-
els angular coefficients for column one with respect to the 
behaviors of these coefficients for columns two, three and 
four. In order to understand this difference, we will start by 
analyzing the angular coefficient for the equations plotted 
in the first row of Fig. 8(a). Computing this figure average 
angular coefficient and comparing it with each angular coef-
ficient, we find that it can reach a difference of over 30% 
with respect to the average for some block rows.

Performing the same analysis for column two, the maxi-
mum difference with respect to this column average angular 
coefficient is of 21%, which occurs only for the last row. The 
angular coefficient of row 15 is 15% higher than the average 
value and, for the other rows, the difference is smaller than 
10%. Columns three and four have a similar behavior as that 
of column two, with a difference of around 20% for the an-
gular coefficient of the last row with respect to the average 
value, and, for the other rows, with a difference smaller than 
10%. Furthermore, the standard deviations of the mentioned 
angular coefficients for columns two, three and four are one 
order of magnitude smaller than the standard deviation con-
sidering column one.

It is important to point out that the angular coefficients 

Fig. 7: Images generated when the imager uses PCM for the encoding
of the DC component of the blocks. In the top row, the target was a

black and white stripped pattern and in the bottom row, the target was
a piece of the Lena image. From left to right, PCM result, VQ result

and corresponding final image.
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of Fig. 8(a) for matrix columns two, three and four, as well 
as for the next columns, are proportional to the multiplying 
factor that maps  into the highest threshold current, and thus 
proportional to the threshold . The exception is column one, 
because this is the only column that has a prediction value 
different from zero. Since  depends on this prediction and the 
prediction is also proportional to  it will represent a change 
in the angular coefficient. This change should be the same 
for every row, but, due to fabrication uncertainties, it is not 
constant in practice.

Similar results can be found by performing the same test for 
the previous threshold, . These results can be seen in Fig. 8(b). 
Consequently, the angular coefficient is now proportional to 
. It is thus expected that the change in the angular coefficient 
is proportional to ratio between  and , which is equal to . In 
fact, for columns two and beyond, the average ratio between 
the angular coefficient of the test considering  and the angular 
coefficient considering  is equal to 0.69, with a standard devia-
tion of 0.03. For column one, on the other hand, the average 
ratio is 0.89, with a standard deviation of 0.01.

Fig. 8: From bottom to top, relationship between the reference voltage and the integration period for every row of columns one, two, three and four.
Results considering (a) the seventh DPCM threshold, (b) the sixth DPCM threshold and (c) the fifth DPCM threshold.

(a) (b) (c)
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Considering yet another threshold, , the results are shown 
in Fig. 8(c). The expected ratio between the angular coef-
ficients is equal to 0.68. In this case, the average ratio from 
columns two on is equal to 0.67, with a 0.05 standard devia-
tion. For column one, the average ratio is equal to 0.95, with 
a standard deviation of 0.02.

Since the main difference between column one and the 
rest of the columns is the prediction current, it can be as-
sumed that this current is the reason for the difference among 
the observed angular coefficients. It is reasonable to consider 
that the model for this column will be equal to , where  is the 
portion of the equation relative to the threshold and  is rela-
tive to the prediction value. For the other columns,  is equal 
to zero, due to the use of the current limiting circuit. It is thus 
possible to use the models from these columns to estimate 
the influence of the prediction current in the first column.

Instead of using column two models to perform this es-
timation, we have decided to use column three. This deci-
sion was based on the results shown in Fig. 8, in which the 
angular coefficients from column two have a higher standard 
deviation, indicating that there is still a small influence from 
the previous column. Column three, on the other hand, pres-
ents better behavior, showing that the circuit errors were 
isolated, which can be emphasized by its resemblance with 
column four behavior.

To estimate the prediction value influence in column one 
slopes, we have subtracted, row by row, the angular coeffi-
cients from column one and column three models. The result-
ing values should be proportional to the prediction current. 
By computing the ratio between each result (i.e. difference 
between column-three and column-one angular coefficients) 
and the corresponding difference at the previous row from 
the previous row, we are able to quantify the differences be-
tween each  with respect to the previous row.

This procedure was repeated for thresholds seven, six 
and five, and for each one we found a vector with 15 values, 
starting with the ratio between the estimated  of row two with 
respect to row one, and ending with the same ratio between 
rows 15 and 16. The mean vector was used as the  propor-
tionality vector. These relations are important to guarantee 
the compatibility between the decoder and the circuit en-
coder, but it is still necessary to define  for any row, in order 
to find the prediction value for the other 15 rows. This issue 
was solved by using a white image as target, varying  of the 
first row and performing a linear search aiming at minimum 
standard deviation between the reconstructed DPCM values 
for the first column of blocks.

The decoded values for the first column of a white image 
are shown in Fig. 10. The dashed line of this figure shows 
the result considering the designed , which is equal to 0.47 
for every row. The standard deviation of this set of decoded 
values is equal to 0.30. As it can be seen from this figure, 
the decoded values decrease, row by row, which produces 
an image column that starts as white, but turns black by the 
end of the column. The results after applying the proposed 

method to adjust the prediction values are shown in dashed-
dotted lines and in solid line. The difference between each 
of these lines is the value chosen for  for the first row, which 
varies from 0.16 until 0.44. Using these two values as ex-
amples, when  for the first row is equal to 0.16 and the pro-
posed correction is applied, an array that contains the first 
column decoded values will have standard deviation of 0.21. 

Fig. 9: Various images used to test the proposed correction method,
(a) DPCM and (b) final image results without correction and (c)

DPCM and (d) final image results applying the correction.

(a) (b) (c) (d)

Fig. 10: First column decoded values considering the designed 
prediction value, in dashed line, and considering the proposed 

method for five different initial prediction values, in dashed-dotted 
line and in solid line. The solid line represents the best result, which 
is the one where the decoded values have lower standard deviation.
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Performing the same computation when  for the first row is 
equal to 0.44, the set of decoded first column values will have 
standard deviation of 0.16. The lowest standard deviation is 
0.15, and it occurs when  for the first row is 0.37, which is 
represented in Fig. 10 in solid line. Although the ideal result 
would be a decoded column with all the values equal to one 
and standard deviation equal to zero, the proposed approach 
has successfully decreased the standard deviation and made 
the decoded value more uniform.

Fig. 11 shows the effects of the correction applied in a 
white image. The top row of this figure displays the result 
without the correction and the bottom row is the result with 
the proposed method. As it can be seen, in the DPCM result, 
Fig. 11(a), the first column is more uniform when the correc-
tion is applied. A shadow can still be observed in the image, 
but the proposed correction was able to reduce it. Fig. 11(b) 
shows the final image, in which the effect of the correction 
method is also noticeable. In these figures, the maximum and 
minimum pixel values were defined and controlled by the 
decoder, not allowing block values to be negative or above 
one. The other figures from this section will also consider 
this adjustment.Another example can be seen in Fig. 12. In 
this case, since the image starts with a dark column, the re-
sults achieved with proposed method are worse than those 
obtained without correction for the first column. Since the 
correction method was found using a white image, better re-
sults are expected in such cases. On the other hand, we can 
see from the VQ results that the second column of the image 
should be white, so the correction method helps in turning 
this column brighter, while it is entirely black in the original 
result.

Fig. 9 presents additional examples used to test the pro-
posed approach, where the DPCM and final image are dis-

played, with and without the proposed correction method. As 
expected, the proposed approach helps in increasing the im-
age quality when the first column is bright, but it also whit-
ens the first column even when the image is dark.

V. Conclusion

This paper compared the performances in terms of algo-
rithm and experimental results produced by two IC design 
realizations, both capable of capturing and compressing im-
ages at the focal plane. Table I summarizes the main differ-
ences between the chips. The results showed that there was 
a significant improvement from the first design to the second 
one in the linear transform and vector quantization steps, 
since the borders of the images are better defined. On the 
other hand, the DPCM stage can be further improved. The 
DPCM errors were analyzed and modeled with the purpose 
of generating a method for compensating such errors. In or-
der to do that, the circuit to limit the maximum current was 
used to uncouple column one from the rest of the columns. 
The proposed method was successful in making the first col-
umn of the image more uniform for white images. When the 
image starts in black the method whitens the result, but the 
effect in the following columns is minimum, causing little 
blur.

The paper also showed that it is possible to use the current 
limiting circuit to operate with the chip in a low-bit PCM 
mode. This option produced good results, even with a low 
bit count. Future work includes modulation transfer function 
[19] and fixed-pattern noise measurements, with the goal of 
fully characterizing the IC design.

Fig. 11: In the top row, decoded white image without correction,
and, in the bottom row, applying the proposed correction method,

(a) DPCM decoded image, (b) and final image.

(a) (b)

(a) (b) (c)
Fig. 12: In the top row, decoded white image without correction,
and, in the bottom row, applying the proposed correction method,

(a) DPCM decoded image, (b) VQ, (c) and final image.
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Table I. Comparison Between First and Second Generation Chips

1st generation 2nd generation

Bit rate 0.94 bpp 1.33 bpp

Transform coeffs. 4 5

Sign bits 4 5

VQ bits 7 9

Fab. Process AMS 0.35 µm Opto IBM 0.18 µm

Transistor count 607 per block 833 per block

Pixel area 37.5 µm × 37.5 
µm

27.2 µm × 27.2 
µm

Photodiode area 10 µm × 10 µm 10 µm × 10 µm

Fill factor 7.1% 13.5%

Chip area 2.4 mm × 2.1 mm 2.8 mm × 2.8 mm

Resolution 32 × 32 64 × 64

DPCM 0.0 > 0.0*

  Power supply 3.3V 1.8V
*For the 2nd generation,  is different for each row of the matrix, the 

method proposed in this paper aims at correcting this non-uniformity.
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