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Abstract

In the field of co-simulation, the construction of a bridge between different
simulators and the solution of problems like synchronization and data translation
are some of the main challenges. This paper discusses the advantages of the HLA
(High Level Architecture) standard to solve these problems and presents a
generic architecture to support environments for geographically distributed co-
simulation, called Distributed Co-simulation Backbone (DCB), which is based on
the HLA.

1 Introduction

Co-simulation is used to make experiments and get information on the behaviour of
heterogeneous systems aiming at the validation of their design or at the evaluation of their
performance. Heterogeneous systems are characterised by a combination of hardware and
software parts or by descriptions in different languages and/or at different abstraction levels
[HES 99]. In the development of these systems, distinct parts are usually developed and
validated in separate design processes. However, it is necessary to verify if those parts
interact correctly taking distributed [BOR 00] communication and cooperation aspects into
account. This validation task may be extremely complex because of the system heterogeneity.
Therefore, one of the major challenges in co-simulation is the construction of a mechanism
for a consistent cooperation among those parts, together with the construction of an efficient
bridge among heterogeneous simulators.

Current techniques, environments, and tools for co-simulation have shown that one of
the main bottlenecks is the communication interface. The large variety of technologies and
their continuous evolution make it difficult to conceive an adaptive mechanism, which would
promote the cooperation among heterogeneous simulators, without imposing restrictions on
the simulators, regarding their data formats or behaviour.

Some examples of those approaches are: WESE [DHA 00]; MCI [HES 99]; and HILS
[STO 98]. In general, existing approaches and tools are adequate for solving a set of
predefined problems. But, frequently, unexpected problems must be handled. So, proprietary
solutions may impose an excessive burden, in terms of redesign.
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This paper presents an architecture for the DCB-Distributed Co-simulation Backbone
which is based on the HLA [KUH 00]. HLA has its roots on defense programs and been
recognized as a standard by the IEEE in 2000. It proposes rules and mechanisms for the
interoperability of distributed, heterogeneous simulators. In particular, the RTI-Run Time
Infrastructure, which is part of the HLA standard, offers facilities that give an important
contribution for the construction of a generic mechanism supporting distributed co-
simulation environments.

The fundamental idea behind the architecture of DCB is to remove the restrictions that
are imposed upon independent simulators, considering aspects of interface, cooperation, and
synchronization. The DCB architecture presents three definite advantages over other co-
simulation environments: it is based on a public standard; it is far more flexible than current
approaches; and it allows the integration of existing simulators without imposing
modifications on their internal structures, without loosing fidelity and precision.

This paper is organized as follows. The RIT/HLA standard is briefly introduced in
Section 2. Section 3 presents DCB. Conclusions and future work in Section 4.

2 Using RTI/HLA to Support Co-Simulation

HLA was initially conceived within the community of “distributed interactive
simulation”, considering special needs that were observed in military training [KUH 00].
HLA offers a common architecture for the cooperative and distributed execution of
individual simulations where different types of sub-systems, represented by simulators called
federates, can interact. The collection of federates, based on a set of rules, is known as a
federation [KUH 00]. HLA is specified by three main parts: the interface specification that
includes the RTI whose task is to offer services for cooperation among federates
(ambassador’s paradigm may be used for this [STR 98]); the Object Model Template (OMT),
which defines a common and structured format for federates (SOM-Simulation Object
Model) and federations (FOM-Federate Object Model); and a set of rules for the definition
and management of the behaviour of federation and federates. The RTI specifies services can
be grouped into three categories: federation management, data management, and time
management. More details can be seen in [KUH 00]. These services must be also offered by
mechanisms supporting distributed co-simulation environments, even if specified or
implemented with alternative approaches. However, the RTI presents some restrictions due
the heterogeneity that must be handled.

3 Distributed Co-Simulation Backbone

The DCB may be seen as a simulation-specific coordination layer for supporting
distributed co-simulation. Its main goal is to offer a generic mechanism supporting
communication and cooperation services among heterogeneous federates (according to the
HLA). The DCB has been defined in the scope of the SIMOO project to support a transparent
cooperation between models generated by it. SIMOO is a general-purpose, object-oriented
simulator for discrete systems (mainly embedded systems [WAG 00]). A non-distributed co-
simulation tool, integrating SIMOO and VHDL, has been already implemented [OYA 00].
An adaptation of SIMOO to the HLA standard is now underway [WIL 01].
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Strongly based on the HLA standard, the building of the DCB extends three main
strategies of the RTI removing some of its features that would inhibit flexibility. They are:
interface specification, data exchanges and synchronization management. The DCB uses the
concept of gateway [STR 98] to handle the complexity of the interface specification.
Gateways translate data formats, according to the destination of the data sent through the
DCB. Gateways are implemented as part of ambassadors [KUH 00]. In the transfers
input/output data, the ambassadors check the availability of data that are controlled by DCB.

Figure 1 - Architecture of the DCB.

Because of this architecture (Fig.1), two ambassadors must be developed when a new
simulator is integrated into a co-simulation environment: the simulator and the DCB
ambassadors. Although ambassadors may imply some implementation effort to integrate new
federates into a federation due particulars application model, these modifications are less
costly if compared to the modifications in the simulators or in the DCB kernel. Also, the
DCB infrastructure is general-purpose and is not affected by integration of new elements into
a federation. However, the integration of a new simulator implies certain requirements that
must be met by simulators in terms of interface specification, data management, and
synchronization.

In the interface specification the attributes that will be used for data exchanging and for
synchronization must be declared.  In the attribute specification, the designer must include
the following attributes: the simulator execution mode; TSL-Time of the Last State saved by
the federate (in case of asynchronous simulators); LVT–Local Virtual Time of the federate;
and a set of output/output variables of the federate. Of course, to add a simulator to an
environment, the designer must know the characteristics of the simulators such as: execution
mode, internal behaviour, among others.

In the data management the ownership management gives owns of attributes to
simulators in according to the synchronization rules. Only a federate that owns a given
attribute may update its value, and the ownership of the attribute may vary along the time. It
is thus possible for the DCB to implement a mutual exclusion policy upon the use of the
attributes by the federates, so avoiding undue attribute value updates, performed either by the
local federate or by a remote federate. Ownership management is essential for
synchronization purposes. At synchronization, the DCB support a hybrid mode of time
advance. In the synchronous mode, the DCB uses the ownership management service
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together with the LVT of the federates in order to guarantee that only safe events are
executed. The same ownership management mechanism is used for time advancement in the
asynchronous mode, where unsafe events and recovery saved state mechanism are supported.

4 Conclusions and Future Work

The DCB to support distributed environments consisting of heterogeneous simulators
presents flexible strategies for the management of data interactions and synchronization
between the simulators. Although new simulators can be easily (because the generality and
flexibility of DCB) introduced into an heterogeneous and cooperative environment, some
fundamental features discussed in the paper must be considered.  Also, the generality of the
DCB can be limited by  performance and synchronization requirements of different domains.
For example, hardware-in-the-loop in comparison with human-in-the-loop are distinct
situations. For the validation of the DCB architecture, a particular federation for the co-
simulation of electronic embedded systems is being implemented. In parallel, a supporting
environment for the DCB development methodology is being built. It will offer services and
resources for the configuration of interfaces of federates and for the semi-automatic
generation of the ambassadors. The object-oriented features of the SIMOO [WAG 00] will
be basic for this supporting environment.
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