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Abstract

The present work, shows a hardware implementation of a specific architecture
for the pre-processing of speech signals in an automatic speech recognition
system. For this, a frame blocking and windowing processor were designed in
FPGA.

1. Introduction

The pre-processing of speech signals has great importance, because it converts the
speech waveform to some type of parametric representation. It represents the acoustic events
in the speech signal in terms of a compact set of speech parameters. In figure 1, this process
is shown in a general form.

Figure 1 – Block diagram of pre-processing processor.
The digital speech signal s(n), is put through a low-order digital first order filter to

make it less susceptible to precision effects. In the sequence, a frame separation and a
windowing process is performed. Finally, a spectral analysis is applied to extract the
parameters used in the system [RAB 93] [RAB 78] [GOM 01].

The main objective of this work is the design of a hardware architecture to perform the
frame blocking and windowing of speech signals. In the next sections, such implementation
is shown.

2. Frame Blocking and Windowing Algorithm

In all practical signal processing applications, it is necessary to work with short parts of
the signal named frames. In speech signals, whose characteristics are non stationary, the
duration of each frame correspond to a portion of the signal that can be assumed to be
stationary [DEL 87].

The signal s(n) of figure1 is blocked into frames of N samples and each adjacent frames
are separated by M samples. Thus, the first frame is formed by the first N  samples of the
speech signal. The second frame is M samples after the first, overlapping it by N-M samples.
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In the same manner, the third frame begins 2M samples after the second and overlaps it by N-
2M samples. Generally, it is used that M=M/3. The group of M samples is denoted by Si and
the set of three consecutive Si groups is named by Fj (frames). The process described above
continues until all the speech samples are accounted (see figure 2).

In this work, N =252 and M=84 were used, for a frame duration of 23ms (11025 Hz
frequency sample).

Figure 2 –The frame blocking algorithm.
The next step is to window each frame in order to minimize the signal discontinuities

at the beginning and the end of each frame. It was used the Hamming window, that has the
form:
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where w(n) is the window value, N is the number of samples of each frame and
10 −≤≤ Nn .

3. FPGA Implementation

For hardware simplification, the frame
blocking and windowing function were designed
in the same circuit. In figure 3, the complete
structure of this circuit is shown in a general
form. It is composed by a RAM memory (that
store the samples to compute the frames), a
ROM memory and a multiplier (that implement
the windowing function), a multiplexor (which
select the inputs) and a register (that accumulates
each windowed sample).

In the first moment, the Mux_Mult
component select the speech signal, that is being
stored in the memory, to apply the Hamming
window and compute the first frame. Next time,
this multiplexor selects the input from memory
to calculate the remaining frames.

Instead of windowing function
implementation that is easy to see, the frame blocking algorithm was implemented by a set of
reads and writes of specifics regions of the RAM memory. A dual-port RAM memory
segmented in 3 equal parts P0 (addresses from 0 to 83), P1 (addresses from 84 to 167) and
P2 (addresses from 168 to 251) is used (see figure 4).

Fig. 3 - Frame blocking and
windowing
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Figure 4 – Memory partition.

First, the group of samples S0, S1 and S2 are stored in P0, P1 and P2 respectively and
the frame F0 is computed. Next, 28 samples of
S3 are written in P0. In the sequence, 28
samples of S3  are saved in P0 while S1 is read
from P1. Similarly, 28 samples of S3  are saved
in P0 while S2 is read from P2. Finally, 28
samples of  S4 begin to be stored in P1 while S3

is completely read from partition P0, finishing
the composition of frame F0 (see figure5).

In figure 6, the architecture implemented
for this algorithm is shown more specifically.
The control unit distributes the control signals
for all the components. The Up_Counter8
indexes the written addresses for the RAM and
Up_Counter8pl indexes the correspondent read
addresses for the RAM at the same time. The
initial address value in the Up_Counter8pl is
loaded from the output of Mem_Index registers.
The Updown_Counter8 selects the value of w(n) from the ROM memory.

Figure 6 - Detailed hardware architecture for frame blocking.

Fig. 5 - Framing block algorithm in
hardware.
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The component Mem_Index is formed by 3 registers connected in cascade (figure 7
specify this structure). In the Reset state, the addresses of each partition are loaded in each
correspondent register to satisfy the read partition cycle of figure4.

Figure 7 - Mem_Index component.

For numeric representation, it was used fixed point, with 16 bits precision All the
system was tested by comparison of results from Maxplus II and Matlab tools. The results of
three different implementations are shown in table 1. The first uses three single memories.
The second uses one dual-port memory. The last one, is a simplified version of the second.

Table 1- Results of hardware implementation.
Circuit Device Input

Pins
Output

Pins
Memory
Bits (%)

Memory
Utilized (%)

LC’s LC’s
(% utilized)

Clock Frequency
(MHz)

FBW_RTL0 EPF10K30ETC144-1 13 20 3402 13 394 22 92.59
FBW_RTL1 EPF10K30ETC144-1 13 20 3402 13 348 20 94.33
FBW_RTL2 EPF10K30ETC144-1 13 20 3042 13 325 18 96.15

4. Conclusion

In this work, an architecture for frame blocking and windowing is shown. Although the
choice of which parameters to use is dictated by other considerations, the way that it is
computed is based strictly on signal processing methods.

The goal is to use this circuit for the pre-processing of voice signals, in an automatic
speech recognition system.
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