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ABSTRACT

This paper presents a new algorithm for transistor
placement of nondual cells. These cells do not have
complementary series-parallel planes. The solution
consists of an integration of 3 other algorithms, the
Fleury, the Backtracking and the String Matching. In this
paper, the proposed algorithm is applied to a class of cells
with nondual disjoint planes and compared to the layout
of CMOS standard cells, also produced by the same
algorithm.

1. INTRODUCTION

Some logic functions implemented in CMOS Non-
Complementary Series-Parallel logic (NCSP) present
fewer transistors in series when compared to standard
CMOS complementary series-parallel (CSP) [1]. That
feature can lead to circuits with shorter delay time. On the
other hand, the lack of duality between the two logical
complementary planes results in more irregular
topologies. Hence, NCSP cells might not be physically
synthesizable by the traditional tools.

Most of the automatic layout generation techniques
have been based on the first methodology proposed by
[12]. The transistors are placed in two parallel rows of
diffusion (for p- and n-type transistors) and vertically
aligned by the gate inputs. CSP cell generation was
explored in [2], [3], and [4].

Among previous works for layout of nondual circuits,
[5] was the first to present an algorithm implemented in a
commercial tool. In [6], a new tree representation for
circuits with arbitrary topology was presented. Thus, with
minor modifications, the algorithms to treat CSP circuits
could be used to order cells with other topologies. [7] has
developed an exact minimum-width heuristic for
transistor placement in nondual cells, based on Boolean
Satisfiability. Other works include [8] and [9].

This paper proposes a new approach for the resolution
of the transistor placement problem in nondual CMOS
cells. The main objective of this work was to minimize
the layout area of NCSP cells. However, the algorithm
can be easily modified to accept other kinds of cells.

2. PROBLEM DESCRIPTION

Given a spice netlist, a placer needs to find an order for
the transistors within an area as small as possible. This
depends mainly on the number of breaks in the diffusion
rows, which can be minimized by finding Euler paths for
the complementary planes. If both paths have the
transistors in the same order (with respect to the input
signal), the pairing of complementary transistors is also

achieved. The rules adopted for the layout generation
were (see Fig.1):

a) Cells with two disjoint networks and without
series-parallel constraint or equal number of
transistors.

b) Transistors in two parallel horizontal rows. Upper
row for PMOS and lower for NMOS.

c) Complementary transistors with gate terminals
aligned, when possible.

d) Two transistors without pair can also be aligned.
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Fig.1. (a) NCSP cell. (b) A possible order.
3. PROPOSED ALGORITHM

The solution implements three other well-known
algorithms. The Fleury algorithm finds an Euler path of a
graph that has at least one. The algorithm is described in
[10]. The Backtracking algorithm makes an exhaustive
search over a data structure containing the solution space
[11]. This technique can be used to find a list of Euler
paths for a graph if combined with the Fleury algorithm.
The String Matching algorithm compares two strings. The
inputs are a ‘pattern’ string ‘P’ and a ‘text’ string ‘T’. The
output is the Levenshtein distance between ‘P’ and ‘T’
(that is equal to the number of operations to change ‘T’
into ‘P’) [10]. Given two Euler paths, the string matching
algorithm defines if they are good enough (a good number
of aligned transistors) to be used as the transistor order
for the circuit.

Some definitions must be introduced.

Def. 1: a start-point (SP) is a vertex which is able to
be used as a starting vertex for the Fleury algorithm.

Def. 2: two start-points are defined as compatible iff
they belong to different planes and both have at least one
edge (transistor) driven by the same signal.

The algorithm proceeds as follows:

Input: a spice netlist containing the cell’s transistors.



Output: an ordered netlist defining the relative position

of each transistor in order to minimize the cell area.

1. Find the start-points for each plane.

2. Find all possible compatible start-points for the cell.

3. List all Euler paths for both planes, using the backtracking and
the Fleury algorithms. Those paths shall begin with the
compatible start-points in order to filter some of the possible
Euler paths.

4.  Consider the sequence of input signals of an Euler path as a string
of signals. Then, apply the string matching algorithm in the paths.

5. The best pair of Euler paths is the pair which results in the lowest
distance.

6.  Use the operations of the string matching algorithm to improve
the alignment of the transistors, in the following way:

a) insert: insert a break in the NMOS path.
b) delete: insert a break in the PMOS path.

The insertion of breaks causes a shift in the
corresponding plane, leading to a better alignment of the
complementary transistors with the same input signal. In
some cases, the length of the cell has no increase, due to
two facts: a) in NCSP cells, one plane may have more
transistors than the other one; or b) one plane does not
have an Euler path, so it will need a break to connect the
paths. Thus, the path for this plane might be longer than
that of the other plane.

4. RESULTS

A test of the algorithm was carried out with a group that
represents all the 4-input cells with different electrical
topology [13], for both CSP and NCSP families. This test
was chosen because it encompasses a great amount of
feasible implementations of logic CMOS cells.

Table I compares the execution of the proposed
algorithm through the two groups of cells. Here, minimal
solution is the shortest length for the layout of a cell
(considering the sum of transistors and diffusion breaks).
For CSP cells, it is based on [2] and it considers a
complete alignment of all gate inputs. On the other hand,
a NCSP cell may have unpaired transistors. Then, the
minimal solution is the length of the plane with higher
number of transistors. The algorithm has run somewhat
quickly, but the results were indeed far from the expected.
Only for 62% of the CSP cells the minimal solution was
achieved and 55% for NCSP.

Table I. Results of placement of 4-input cells
CSP NCSP
# of cells 3982 3982
# of minimal solutions | 3126 (62%) | 2183 (55%)
run time 6319s 3934s
time / cell 1.59s 0.99s

In the graph of Fig.2, the circuits are grouped according
to the number of breaks they presented beyond the
minimal solution. That means that the placer has found
the best solution for the circuits in the ‘0’ column.

Fig.3 groups the circuits with respect to the number
of misaligned gate signals, that is, the number of pairs of
PMOS and NMOS transistors with the same gate input.

5. CONCLUSION

A new algorithm for transistor placement of nondual
cells was proposed. The new algorithm is a combination

of three other common algorithms. The experimental
results have shown that the approach here described has
reached only an average transistor ordering, considering
the minimum feasible solution.
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Fig.2. Circuits grouped according to the number of extra breaks beyond
the minimal solution.
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Fig.3. Number of unaligned polysilicon gates per circuit
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